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WG1: HUMAN-CENTRIC DIGITAL TRANSFORMATION 
TOPIC 1.1 : Foundations of the AI Act 

The implementation of the EU AI Act marks a significant step in global efforts to regulate artificial 
intelligence based on risk and human rights principles. Grounded in the EU Charter of Fundamental 
Rights, the Act classifies AI systems by potential societal risk and seeks to ensure their use aligns with 
fundamental values such as dignity, privacy, and non-discrimination. As the EU and LAC regions 
deepen cooperation on digital governance, this topic explores how the foundational principles of the 
AI Act can be adapted to the distinct cultural, economic, and institutional realities of the LAC context. 

Participants discussed the practical challenges of translating the EU model to LAC systems, 
especially in light of asymmetrical data economies, infrastructural dependencies, and varied levels 
of digital maturity. The debate emphasized the need for regional autonomy in AI regulation, the 
ethical implications of data externalisation, and the potential for LAC countries to shape AI 
governance through inclusive, rights-based frameworks rooted in their national priorities and social 
values. 

As countries continue to define their AI governance strategies, participants noted the importance of 
aligning national regulation with broader geopolitical considerations. To avoid regulations hindering 
innovation, countries with ethical AI provisions in place in their national legislation should review and 
reconsider trade and cooperation agreements with those that fail to incorporate ethical standards. 
This was seen as a means of exerting soft-power influence and setting clear expectations for 
responsible AI use in global partnerships. Furthermore, participants advocated for the inclusion of 
risk-based ethical AI principles—particularly those related to human rights protection—within the 
governance frameworks of multilateral institutions. An initial step in this direction can be seen in the 
United Nations System White Paper on AI Governance1, which provides a foundation for international 
alignment and dialogue on trustworthy AI. 

What are the opportunities and challenges in adapting the foundational principles of the EU 
AI Act to the diverse cultural and societal contexts of the EU-LAC partnership? 

The EU AI Act provides a foundation for rights-based AI governance, but its adaptation to the EU-LAC 
context must consider the region’s socio-cultural diversity, data dependencies, and enforcement 
limitations. Discussions emphasized the need for digital sovereignty, ethical alignment, and greater 
transparency in international data flows. A shared regional effort to map local regulatory 
approaches and public perceptions of AI risks would help define future cooperation. 

The EU AI Act was designed as a risk-based regulatory framework to ensure that artificial intelligence 
systems developed or deployed within the European Union respect fundamental rights, such as 
privacy, non-discrimination, and human dignity, as outlined in the EU Charter of Fundamental Rights. 

1 The United Nations System White Paper on AI Governance (2023) outlines a common approach to 
fostering inclusive, trustworthy, and rights-based AI governance, calling for global cooperation and 
aligning with the UN Charter, the Universal Declaration of Human Rights, and the 2030 Agenda for 
Sustainable Development. 

 

https://unsceb.org/united-nations-system-white-paper-ai-governance
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The Act categorizes AI systems into levels of risk (unacceptable, high, limited, and minimal) with 
regulatory obligations increasing accordingly. 

When adapting the EU AI Act to the EU-LAC partnership, the region's diverse societal values, uneven 
digital infrastructures, and distinct political systems introduce significant complexity. A 
one-size-fits-all approach is unlikely to succeed, particularly given the deep socio-economic 
disparities within LAC countries. One critical issue raised by participants is the structural imbalance 
in the global data economy, where data labelling and processing are often outsourced to the Global 
South, while the Global North captures most of the economic value through advanced analytics and 
commercial exploitation. This dynamic has been described in decolonial scholarship as a form of 
digital dependency, where the labor-intensive groundwork of data production in the majority world 
supports profit-making in the minority world. Addressing this disparity is crucial for equitable AI 
governance, yet remains largely unaddressed by the current EU AI Act. For further insight into this 
global asymmetry, participants referenced “The Costs of Connection - How Data Is Colonizing 
Human Life and Appropriating It for Capitalism” by Nick Couldry and Ulises A. Mejias, which frames 
data extraction as a continuation of colonial patterns of value appropriation. 

There is also concern over the externalisation of data processing (including for training AI models). 
There's in fact dependency on the technologies mostly based in the US. For example, many 
universities in LAC and Europe have delegated the management of email services to US companies. 
This externalisation reduces costs, but it also delegates all the information, including sensitive data 
that can be exploited to train AI models that are not subject to restrictions based on risks. LAC should 
cooperate with EU Countries to define data protection policies, such as the General Data Protection 
Regulation (GDPR), to reduce possible harm of data processing. Nevertheless, we are now witnessing 
how US based companies are trying to overcome GDPR barriers to be able to use EU produced data 
to train their AI, making it hard or impossible to opt-out. Additionally, there is a discussion ongoing at 
Member State level in France about US policies. What will happen if the US asks us to adopt a certain 
type of behaviour if we want to maintain these services?  

Digital sovereignty and autonomy remain critical concerns for both Europe and LAC, particularly in 
relation to AI infrastructure and data ownership. The current level of dependency on Big Tech raises 
fundamental questions: how can regions assert control over technologies that are largely developed 
and governed from outside their borders? While it is possible to establish ethical guidelines that 
reflect regional values, the real challenge lies in enforcing them. Participants emphasized the need 
for collaborative strategies between EU and LAC to address these gaps, not only by defining joint 
ethical standards, but also by exploring how the enforcement of the AI Act unfolds in practice, so 
both regions can learn and adapt accordingly. 

There is also a growing movement within LAC countries to develop their own frameworks. Brazil2 and 
Mexico3 have both introduced national legislation on AI governance, while institutions such as 

3 In 2024 the Federal Law Regulating Artificial Intelligence, including AI authority governance, was 
introduced to the Senate of Mexico. The proposed law aims to establish a legal framework to 
regulate the development, deployment and use of Artificial Intelligence systems (AI) in the country. 

2  AI Act of Brazil can be found here 

 

https://www.gov.br/cultura/pt-br/assuntos/noticias/senado-federal-aprova-marco-regulatorio-da-inteligencia-artificial#:~:text=Senado%20Federal%20aprova%20marco%20regulat%C3%B3rio%20da%20intelig%C3%AAncia%20artificial,-Regras%20incluem%20transpar%C3%AAncia&text=O%20Senado%20Federal%20deu%20um,Projeto%20de%20Lei%202.338%2F2023.
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CENFOTEC University have adopted internal ethical guidelines, such as their 2023 Manifesto on the 
use of AI in Education (including learning, teaching and assessment). 

Finally, there is significant interest in conducting a survey to map how different countries in the 
region are addressing AI regulation, whether it is considered a policy priority, an emerging topic of 
discussion, or even questioned as to whether regulation is necessary at all. Such comparative efforts 
could serve as a foundation for more culturally responsive and rights-respecting regulatory models. 

What human rights frameworks in the LAC region would influence the development of an AI 
Act? 

To ensure that AI systems are inclusive, accessible, and ethically sound, participants emphasized the 
importance of grounding AI regulation in robust human rights frameworks—both international and 
local. A central reference point in the discussion was the UN Convention on the Rights of Persons with 
Disabilities (CRPD), which serves as the foundation for much of the current legislation across EU 
member states. Its principles provide a critical lens through which to assess the accessibility and 
inclusiveness of digital technologies, emphasizing the right of persons with disabilities to participate 
fully in the digital transformation. 

The EU’s Union of Equality: Strategy for the Rights of Persons with Disabilities 2021–2030, along with 
the upcoming European Accessibility Act (to be enforced from June/July 2025), were identified as 
key legislative models with strong potential for adaptation in the LAC region. The Accessibility Act is 
particularly relevant, as it imposes obligations in public procurement, development, and design of 
technologies to ensure they remain usable by people with disabilities. Participants agreed that 
accessibility must be considered from the earliest stages of technological development, rather than 
as a secondary concern. Failing to do so risks deepening the digital exclusion of groups that already 
face structural barriers to access. 

Moreover, there was a clear recognition of the vast computational resources required by AI systems, 
and their associated ecological and human costs. Participants proposed that service-level 
agreements (SLAs) include not only technical guarantees but also qualitative criteria that allow 
users to assess environmental and social impacts. This would enhance transparency and help 
individuals and institutions make informed decisions about the systems they choose to use. Making 
these impacts visible and measurable was seen as a necessary step toward sustainable and 
accountable AI deployment. 

In terms of legal integration, national constitutions, human rights laws, and development plans 
across LAC countries were identified as key entry points for embedding ethical AI principles in 
domestic legislation. The Universal Declaration of Human Rights (UDHR) also offers a global 
normative framework that could support these efforts. Alongside legal instruments, participants 
highlighted the value of ethical codes for computing professionals, such as those developed by the 
Association of Computer Machinery (ACM), the British Computer Society (BCS), and the IEEE, which 
offer concrete design frameworks to guide developers in creating socially responsible AI systems. 

The Federal Institute of Telecommunications (IFT) is the competent authority and is implementing 
the requirements for high risk AI systems. 
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Finally, the discussion turned toward the future, with the idea that access to AI models and tools 
could eventually be considered a fundamental human right, much like access to electricity or the 
internet. This proposal responds to growing concerns about the emergence of a new kind of digital 
divide—one in which under-resourced regions risk being permanently excluded from the benefits of 
AI. Ensuring that AI access is equitable, and not a luxury for the few, will be essential to achieving 
meaningful digital inclusion in the years ahead. 
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TOPIC 1.2 : Cloud Adoption and Data Sovereignty in Open Innovation 

As data becomes the cornerstone of innovation, cloud computing plays a crucial role in enabling 
collaboration, scalability, and agility across sectors. However, questions of data sovereignty, cost, 
and control continue to shape the adoption of cloud infrastructure, particularly in contexts like LAC, 
where regulatory and technical capacity can vary significantly. While the EU has made strategic 
investments in trusted cloud ecosystems such as Gaia-X, LAC countries are still navigating the 
balance between openness and autonomy in their digital strategies. 

This topic focused on the cultural and economic dynamics that influence cloud adoption and 
interregional data transfers in the LAC private sector. Participants examined the extent to which 
businesses are willing to engage in open innovation with startups and academia, and how external 
regulation (especially GDPR) affects organizational practices. The conversation underscored the 
need for local alternatives, investment in digital skills, and a shift from volume to value based data 
governance as key pillars for building a more sovereign and inclusive innovation environment 
across the EU-LAC partnership. 

To what extent are LAC companies willing to open their innovation processes to external 
players, such as startups and academic institutions? 

In Europe, the perception around cloud adoption and open innovation among companies is 
generally positive, but also cautious. There is openness to collaborating and sharing data through 
cloud ecosystems to foster innovation, yet this is typically done under tightly controlled conditions. 
For many EU companies, adopting cloud solutions is viewed as a strategic move rather than an 
immediate priority. Multi-layered infrastructures are often used to retain a level of control, including 
in-house or internal cloud environments, with a strong preference for EU-compliant solutions to 
ensure data sovereignty. There is a clear reluctance to rely on non-EU clouds, largely due to 
concerns that data may be stored outside the region, beyond the protection of EU regulations such 
as the GDPR. To address this, European cloud companies like Nextcloud4 and initiatives like Gaia-X5 
have emerged as examples of European efforts to build trusted, decentralized digital ecosystems. 

In contrast, the context in LAC is more constrained. In countries like Costa Rica, formal innovation 
processes are still rare across most organizations, and experience with open innovation remains 
limited. Institutions such as CENFOTEC University are actively working to promote open innovation by 
using open-source software, open AI models, and cyber-physical components. However, breaking 
the ice is not easy because it takes time to build the trust necessary for organizations to feel 
comfortable exposing their internal needs to external actors, such as startups and academic 
institutions. Interestingly, startups tend to be more willing to engage in open innovation, as they are 
often more agile, open to partnerships, and more inclined to explore external solutions for internal 
challenges. 

5 Gaia-X is a federated cloud infrastructure initiative designed to uphold European values of 
transparency, openness, data protection, and security, while giving data owners full control over 
their information and reducing dependency on foreign providers. 

4 Nextcloud offers a fully open-source, self-hosted cloud solution that enables organizations to retain 
full control over their data, ensuring compliance with data sovereignty and privacy requirements. 

 

https://gaia-x.eu/
https://nextcloud.com/es/
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A major barrier across the region is accessibility, both in terms of cost and technical capacity. The 
use of cloud services and other digital platforms often comes with significant financial hurdles, and 
many LAC institutions, particularly in education, lack the necessary budget to access these tools 
consistently. Participants noted, for instance, that some programs relying on cloud services had to 
reduce their offering when previously free or open courses became monetized. This has direct 
implications for students’ ability to develop cloud-related skills and prepare for the labor market. The 
skills gap is further exacerbated by the limited regional expertise in managing multi-cloud and 
hybrid cloud environments. Participants emphasized that to move forward, it is crucial not only to 
lower the cost of access but also to invest in engineering knowledge and capacity building, allowing 
institutions to effectively manage and control their digital infrastructure in alignment with local 
priorities. 

How do the private sector's mindset in LAC countries influence cloud regulations for 
intercontinental data transfers? 

The regulatory landscape in LAC is gradually evolving, in part under the influence of EU standards 
such as the GDPR. In countries like Costa Rica, companies that conduct business with European 
partners are increasingly undergoing compliance audits and adapting their internal policies to meet 
stricter data governance requirements. This trend suggests that economic incentives, rather than 
political alignment alone, may be a key driver in pushing LAC businesses toward stronger data 
protection frameworks. 

Participants emphasized that data must be treated as a strategic resource, not just in terms of 
volume, but of quality, traceability, and accountability. The analogy of data as “food,” requiring 
provenance tags and quality controls, was used to underscore the shift from quantity-driven data 
practices to ones grounded in ethical and sustainable stewardship. In this sense, “good data” 
(reliable, inclusive, and well-governed) was seen as essential for positioning LAC as a trusted and 
influential actor in global data ecosystems. 

Efforts across Europe to develop sovereign digital infrastructure were highlighted as valuable 
examples for the LAC region. In Spain, for instance, public and private actors including startups are 
investing in national computing capacity to reduce dependency on non-EU providers. Participants 
stressed the importance of adapting these practices to the LAC context, fostering regional cloud 
alternatives that align with local values and priorities. Projects like Gaia-X and companies such as 
Nextcloud were cited as concrete models of European-based infrastructure development, offering 
pathways to digital autonomy while promoting transparency, openness, and user control. 

Ultimately, the ability of LAC countries to influence global digital governance will depend not only on 
how much data they generate, but also on how responsibly and strategically they manage it. 
Regulatory alignment with international standards must go hand in hand with capacity-building, 
infrastructure investment, and the promotion of ethical data practices rooted in the region's own 
digital sovereignty agenda.  
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WG2: DIVERSITY, EQUALITY AND INCLUSION (DEI) 
TOPIC 2.1 : Involvement of women in the use of digital technologies 

Achieving gender equity in digital transformation is a persistent challenge across both the EU and 
LAC regions. While digital technologies offer powerful tools for empowerment, economic 
participation, and civic engagement, women continue to face structural and cultural barriers that 
limit their access, usage, and influence. These barriers are not only technical—such as gaps in 
infrastructure or digital literacy—but also systemic, reflecting broader inequalities in education, 
employment, and leadership. Rural and underserved communities are especially affected, where 
women may be doubly marginalized by geographic isolation and gender norms. 

Beyond access, the quality and purpose of digital engagement matter. Women are often 
underrepresented in STEM fields and excluded from the design and leadership of digital initiatives. 
This limits their ability to shape technologies in ways that reflect their needs and lived experiences. In 
addition, cultural narratives and gender stereotypes are frequently embedded in digital tools, 
discouraging women’s active participation and perpetuating unequal power dynamics. Addressing 
these challenges requires more than technical fixes—it demands a rethinking of how digital 
ecosystems are built, who they serve, and who gets to lead their development. 

This topic explored the range of barriers women face when engaging with digital technologies, while 
identifying successful practices that promote gender-inclusive innovation. Emphasis was placed on 
the need for community-driven approaches, targeted policies, and visibility strategies to strengthen 
women's participation in the digital space. Participants highlighted that ensuring equitable access is 
not only a matter of justice, but also a pathway to more sustainable, inclusive, and innovative digital 
transformation processes across both regions. 

What are the main challenges women face when using digital technologies across 
different sectors? 

Participants discussed a wide range of interconnected challenges that hinder women's equitable 
participation in the digital sphere, particularly across different sectors and geographies. Limited 
connectivity and infrastructure, especially in rural and remote areas, remain a major obstacle to 
access. Even where some connectivity exists, the lack of reliability and high costs of internet services 
and devices create persistent economic barriers, making regular digital engagement difficult or 
unsustainable for many women. 

Beyond access, lower levels of digital literacy compared to male counterparts continue to limit 
women’s ability to engage meaningfully with technology. This is closely linked to limited access to 
education and training in digital technologies, which constrains their capacity to move beyond 
passive or entertainment-based usage toward more productive, professional, or entrepreneurial 
applications. Participants stressed that without addressing these educational gaps, digital 
transformation risks reinforcing existing gender inequalities. 
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The underrepresentation of women in STEM fields remains a structural problem that undermines the 
long-term inclusion of women in the tech ecosystem. This translates into a weak pipeline not only for 
entry-level roles but also for advancement to leadership positions, where women's presence 
remains significantly low. This lack of representation at all levels of the tech industry contributes to 
cultural and systemic biases in technology design, reinforcing a gender-biased ecosystem that 
often fails to reflect or prioritize women's needs and perspectives. 

These challenges are further intensified by confidence and security gaps, such as the fear of 
harassment or lack of safe spaces online, which discourage women from participating fully in digital 
environments. Stereotypes and cultural barriers that are deeply rooted in both social norms and 
institutional practices continue to act as invisible deterrents to women's engagement with 
technology. In some contexts, participants also pointed to a political climate that resists DEI 
initiatives, creating an additional layer of complexity for efforts to promote gender-inclusive digital 
transformation. 

Overall, the persistence of gender stereotypes across digital platforms, educational pathways, and 
industry dynamics was identified as a central issue requiring coordinated, systemic action. These 
entrenched biases not only limit women's opportunities but also compromise the inclusivity and 
social value of digital transformation itself. 

What strategies and practices can be implemented to ensure women have equitable and 
effective access to the use of digital technologies? 

To address the multiple and layered challenges women face in accessing and benefiting from 
digital technologies, participants advocated for a comprehensive approach that combines 
data-driven policy development with community-based strategies. A key priority is the collection of 
robust data on women’s participation and the outcomes of targeted interventions. This evidence 
base is critical not only for shaping effective programs, but also for highlighting and scaling 
successful practices across different regions and sectors. 

Another essential strategy involves the co-creation of solutions with women themselves, ensuring 
that interventions are context-sensitive and directly relevant to their lived experiences. 
Women-centred digital training programmes, particularly those tailored to specific groups such as 
rural populations, were widely supported. The PROFEA6 initiative in Spain, which offers digital literacy 
training for women in rural areas, was cited as a positive example that could be adapted to other 
national and regional contexts. 

Beyond basic access and literacy, participants stressed the importance of upskilling opportunities in 
technical fields and leadership training to help women advance within the digital economy. To 
support long-term inclusion, the implementation of structured mentorship programmes (such as 

6 PROFEA (Programa de Fomento de Empleo Agrario) is a Spanish government initiative that includes 
digital literacy programmes aimed at improving employability in rural areas. In recent years, it has 
incorporated gender-focused components to address the digital inclusion of rural women. 
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the GÉANT Mentoring Programme7) was recommended as an effective tool to foster career 
development and strengthen professional networks. Additionally, the promotion of female role 
models in leadership positions was seen as essential to challenge prevailing stereotypes and inspire 
new generations of women to engage with digital and technological fields. 

Participants also highlighted a number of successful initiatives and networks that support women’s 
participation and leadership. These include Women on HPC8, Women Tech Europe9, and 
community-based organisations led by women, such as APC10, Conundo11, and Rhizomatica12, which 
work on inclusive connectivity and digital rights. In humanitarian and displacement contexts, 
UNICEF’s digital knowledge training for female refugees was seen as a strong example of adapting 
skills development to vulnerable populations. Similarly, the role of startup accelerators and 
programmes that support women-led deep tech ventures was emphasized as vital to fostering 
innovation ecosystems that are inclusive from the ground up. 

At the institutional level, gender-specific policies, such as RedCLARA’s gender strategy, demonstrate 
how sustained commitment can help embed equity principles within regional digital agendas. 
Addressing technology-facilitated gender-based violence was also identified as a key priority, 
requiring targeted protections, support systems, and enforcement mechanisms. Finally, awareness 
and visibility campaigns, which both challenge stereotypes and highlight the contributions of 
women to the digital sector, were regarded as indispensable to shifting cultural perceptions and 
normalizing women's presence and leadership in tech.  

12 Rhizomatica is a Mexican-based organisation that works to promote digital inclusion through 
community-owned telecommunications infrastructure. It empowers rural and Indigenous 
communities to develop and manage their own mobile and internet networks, with a strong 
emphasis on gender equity and participatory design. 

11 Conundo is a Latin American initiative focused on community-based digital infrastructure and 
feminist technology practices. It supports local innovation, digital sovereignty, and inclusive 
governance models, particularly for women and marginalized communities. 

10 The Association for Progressive Communications (APC) is a global network of civil society 
organisations and activists working to ensure equitable access to the internet and the protection of 
digital rights. APC integrates gender justice and community-led connectivity as core pillars of its 
digital inclusion efforts. 

9 Women Tech Europe is a network that promotes women’s leadership, entrepreneurship, and 
innovation in digital and technological fields across Europe. It provides visibility, mentoring, and 
collaboration opportunities to support gender diversity in tech. 

8 Women in High Performance Computing (WHPC), commonly referred to as Women on HPC, is an 
international initiative that promotes diversity and inclusion in the field of high-performance 
computing. It offers mentorship, training, and networking opportunities to support women’s careers 
in advanced computing technologies. 

7 The GÉANT Mentoring Programme is a European initiative designed to support the professional 
development of individuals—particularly women—in research and education networking 
communities, by fostering structured, goal-oriented mentoring relationships. 

 

https://www.rhizomatica.org/
https://www.apc.org/
https://www.womeninhpc.org/
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TOPIC 2.2 : Stereotypes and biases in Artificial Intelligence 

Artificial Intelligence is increasingly woven into the fabric of daily life, from hiring decisions and 
healthcare prioritization to content moderation and public service delivery. Yet despite its promise, AI 
systems are far from neutral. Instead, they frequently mirror the biases and inequities embedded in 
the societies in which they are developed. These biases are encoded through training data, 
algorithm design, and deployment contexts, resulting in systems that reproduce or even amplify 
discrimination, particularly against women, racial minorities, and low-income groups. 

Bias in AI is both a technical and a political issue. It stems not only from flawed datasets or 
exclusionary design assumptions, but also from broader decisions about which information is made 
available, whose perspectives are valued, and who participates in shaping these systems. In some 
contexts, AI has even been deployed as a tool of social control, reinforcing dominant ideologies and 
marginalizing dissenting voices. The illusion of AI's objectivity often conceals these biases, making 
them harder to detect and challenge. This can lead to harmful consequences, including the 
naturalization of discriminatory outcomes and the erosion of user trust. 

This topic examined the complex ways in which stereotypes and systemic biases are embedded in 
AI systems, and how these dynamics affect different societal groups. Participants shared strategies 
to make AI more transparent, accountable, and inclusive, from improving data diversity and team 
representation, to embedding explainability and public oversight. The conversation also emphasized 
the importance of demystifying AI for the general public, equipping communities with the knowledge 
and tools to critically engage with algorithmic decision-making and advocate for equity in the 
digital sphere. 

What are the most common stereotypes and biases embedded in AI systems today, and 
how do they impact different societal groups? 

Bias in AI originates primarily from historical imbalances and structural inequalities that become 
encoded into data sets and design choices. When AI models are trained on incomplete, biased, or 
unrepresentative data, they tend to replicate and often intensify existing societal stereotypes, 
particularly those related to gender, race, class, and ability. 

A major source of bias stems from confirmation bias and the limited perspectives of developers or 
dominant voices online, which fail to incorporate diverse or underrepresented experiences and 
needs. Technical decisions, such as how missing data is handled (e.g., imputation methods), can 
inadvertently amplify these biases, embedding discriminatory assumptions into algorithms. 

Concrete examples illustrate systemic technological bias: everyday products like soap dispensers 
that fail to recognize darker skin tones or medical tools (such as oxygen saturation monitors) that 
provide less accurate readings for certain populations demonstrate how biased design, testing, and 
data collection transfer prejudice into AI systems. These AI systems inherit longstanding problems 
from earlier technologies, including exclusionary design assumptions and a lack of diversity in 
development teams. 

Bias is not confined to algorithmic design but extends to AI deployment. For instance, AI-driven 
triage systems in healthcare may route patients inequitably due to biased or incomplete training 
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data, exacerbating disparities in access and health outcomes. Additionally, AI functions as a 
mechanism of political influence and social control. In some cases, politically motivated censorship 
or exclusion of critical data (such as climate change records) distorts AI learning and perpetuates 
systemic bias. AI applications in performance evaluations or public services may invisibly 
discriminate by downgrading users with “foreign-sounding” names or misclassifying individuals 
based on speech or grammar, enforcing cultural hierarchies and pressuring conformity. 

A persistent myth is that AI is objective or inherently superior to human judgment, which poses a 
significant barrier to recognizing and addressing bias. Gender bias is evident in AI, for example, when 
virtual assistants default to female voices, reinforcing outdated stereotypes of women as caregivers 
or assistants. Similarly, AI systems used in hiring or university admissions often favor candidates 
from elite institutions or specific regions, embedding class-based discrimination. 

Because AI outputs are perceived as neutral and automatic, their biases are more easily accepted, 
naturalized, and internalized, reinforcing existing power structures. Many users remain unaware of 
how these systems function and thus fail to challenge embedded stereotypes. Raising awareness is 
therefore critical to recognizing AI bias and mitigating its discriminatory impacts. 

What are the most effective strategies and best practices to detect, prevent, and reduce 
bias in AI systems? 

Participants emphasized that addressing bias in AI requires a combination of cultural awareness 
and technical measures. Central to this effort is raising public awareness: users must understand 
how AI systems generate outputs and how recurring patterns can reproduce dominant biases and 
narratives. Promoting critical engagement is essential, empowering individuals to question 
algorithmic decisions, cross-check information, and avoid passively accepting AI outputs as 
infallible. 

Human oversight is vital, especially in sensitive domains like healthcare. AI-driven decisions must be 
reviewable by professionals who can apply context and nuance. To facilitate this, the use of 
explainable AI tools, such as SHAP (Shapley values), was recommended to make model decisions 
transparent and understandable to stakeholders. Such transparency helps clarify which factors 
influence specific outputs and supports trust and accountability. 

Developing inclusive and representative datasets is a cornerstone of fair AI. Data must reflect 
diverse populations, experiences, and viewpoints, with careful scrutiny of provenance and quality. 
Diverse development teams play a crucial role in identifying potential blind spots and reducing bias 
during the design and implementation phases. Institutional mechanisms like ethics boards, 
governance frameworks, and accountability structures further reinforce responsible AI development 
and deployment. 

Several best practices highlight these principles. Initiatives such as Wikipedia editing campaigns to 
expand representation of women and marginalized groups serve to broaden the informational base 
on which AI systems rely. Additionally, AI systems that incorporate inclusive language practices, 
particularly in gendered languages like Spanish, promote cultural sensitivity and help systems better 
respect diverse user identities. These approaches not only foster representational equity but also 
enhance algorithmic responsiveness. 
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Legal and ethical boundaries must also be clarified and evolve alongside AI technology. Establishing 
governance frameworks that define responsibilities and limits is critical for ensuring ethical AI 
development. Implementing peer-review mechanisms akin to those in academic publishing can 
help evaluate AI systems and their outcomes, reducing risks of unchecked bias and poor quality 
deployment. 

Finally, transparency in AI deployment was strongly underscored. Many AI systems operate invisibly, 
without user knowledge or consent, particularly in institutional, governmental, or corporate contexts. 
This lack of disclosure raises ethical concerns about informed consent and accountability. 
Institutions should be required to disclose when and how AI is used, especially in high-impact areas 
such as healthcare, hiring, or public services. Transparency fosters accountability, builds public trust, 
and enables critical oversight. Legal or regulatory measures may be necessary to establish 
consistent disclosure standards, ensuring the societal impact of AI is visible rather than hidden 
behind automation. 

In summary, a comprehensive approach combining education, diverse and inclusive design, human 
oversight, transparent governance, and legal clarity is essential to mitigate bias and promote 
equitable AI systems. 
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